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techniques described here), or any combination of such back-
end, middleware, or front-end components. The components
of'the system may be interconnected by any form or medium
of digital data communication (e.g., a communication net-
work). Examples of communication networks include a local
area network (“LAN”), a wide area network (“WAN”), and
the Internet.

[0116] The computing system may include clients and
servers. A client and server are generally remote from each
other and typically interact through a communication net-
work. The relationship of client and server arises by virtue of
computer programs running on the respective computers and
having a client-server relationship to each other.

[0117] A number of implementations have been described.
Nevertheless, it will be understood that various modifications
may be made without departing from the spirit and scope of
the disclosure. Accordingly, other implementations are
within the scope of the following claims.

What is claimed is:

1. A computer-implemented method comprising:

sensing motion of a device using image data;

recognizing a gesture corresponding to the sensed motion

of the device;

determining functionality of the device corresponding to

the recognized gesture; and

invoking the functionality.

2. The method of claim 1, wherein the motion comprises:

a first motion in a first trajectory; and

a second motion in a second, different trajectory.

3. The method of claim 1, wherein recognizing the gesture
further comprising:

recognizing a character shape, geometric shape or pattern

defined by the sensed motion of the device.

4. The method of claim 1, wherein:

sensing the motion of the device further comprises detect-

ing a subconscious body movement of a user of the
device; and

the invoked functionality is associated with the subcon-

scious body movement.

5. The method of claim 1, further comprising:

detecting first and second user inputs at first and second

times, respectively,

wherein sensing the motion of the device further comprise

sensing motion of the device occurring between the first
and second times.

6. The method of claim 5, wherein the first input is a
shaking user input, a control selection user input, or a held-
static user input.

7. The method of claim 1, wherein recognizing the gesture
further comprises:

selecting the gesture based on comparing the sensed

motion to a modeled vocabulary of gestures.

8. The method of claim 7, further comprising:

normalizing the sensed motion of the device; and

comparing the normalized, sensed motion to the modeled
vocabulary of gestures.

9. The method of claim 7, further comprising:

determining a parameter based on comparing the sensed

motion to the normalized motion.
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10. The method of claim 9, wherein the functionality is
determined based on the parameter.

11. The method of claim 9, further comprising inputting the
parameter to the invoked functionality.

12. The method of claim 7, wherein the vocabulary of
gestures are modeled using a Hidden Markov Model (HMM)
or using a rule-based model.

13. The method of claim 7, further comprising:

selectively activating fewer than all available gestures in

the vocabulary of gestures,

wherein the gesture is selected based on comparing the

sensed motion to the activated gestures.

14. The method of claim 13, wherein the fewer than all of
the available gestures are enabled based on a manufacturer
setting, a user setting or an application setting.

15. The method of claim 7, further comprising:

training the device to recognize a particular gesture; and

adding the particular gesture to the vocabulary of gestures.

16. The method of claim 1, wherein invoking the function-
ality further comprises executing an application, manipulat-
ing an image, or inputting a character.

17. The method of claim 1, wherein sensing motion of the
device further comprises:

detecting first and second user inputs and at first and second

times, respectively, the first time occurring before the
second time;

sensing a first motion in a first trajectory before the first

time;

sensing a second motion in a second, different trajectory

after the second time;

joining the first and second motions; and

outputting the joined first and second motions as the sensed

motion.

18. The method of claim 1, wherein invoking the function-
ality further comprises navigating in a virtual environment,
manipulating an image, entering a character, executing an
application, or invoking media hub functionality.

19. A device comprising:

a sensor configured to sense motion using image data; and

a processor configured to:

recognize a gesture corresponding to the sensed motion
sensed by the sensor;

determine functionality corresponding to the recognized
gesture; and

invoke the functionality.

20. The device of claim 19, wherein:

the sensor is a camera; and

the motion is sensed using optical flow.

21. A computer-readable medium encoded with a com-
puter program comprising instructions that, when executed,
operate to cause a computer to perform operations compris-
ing:

sensing motion of a device using image data;

recognizing a gesture corresponding to the sensed motion

of the device;

determining functionality of the device corresponding to

the recognized gesture; and

invoking the functionality.
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